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• Scalable to meet our needs

• Easy to implement

• Easy to manage

• Reasonable storage requirements

• Can handle high cardinality

• Single pane of glass

Metrics Collection Wishlist



• Have used several toolkits

• Some were more successful than others

• Only the simplest or most useful have survived

History of Metrics Collection at BP



Ganglia



• Designed for clusters and grids

• Works well for aggregating cluster information into top level views

• RRD format works well for summaries, but inherently loses information

• Handles compute metrics, but required customization for Lustre
monitoring

• Nothing was wrong, but our installation rotted away when the 
maintainer left our group

Ganglia



• Awesome if you have a campus wide, unlimited license

• Not so awesome if you have to pay for a license yourself

• Shines at log collection and analysis, but also works well for metrics

• Never could show enough value to justify the cost

Splunk



• Simple to install and configure

• Can parse Lustre jobstats

• Worked great initially, but…

Telegraf + InfluxDB + Grafana



• No matter what time window you use, Grafana + InfluxDB should 
display an appropriate number of data points (1 hour window = 300 
data points, 24 hour window = 300 data points)

—But instead, amplitude was also scaled (1 hour window – 1 GB/s, 24 
hour window - 24 GB/s)

—Had to manually set resolution instead, meaning it was impossible 
to view data over large time windows

Telegraf + InfluxDB + Grafana Problems



• If data resolution not fixed, huge spikes sometimes appear at beginning 
of graphs making them unreadable

—Still no real fix – just workarounds -
https://github.com/influxdata/influxdb/issues/6451

—Issue is 4 years, 4 months, 18 days old today- but who’s counting!

Telegraf + InfluxDB + Grafana Problems

https://github.com/influxdata/influxdb/issues/6451


• Jobstats cardinality kills InfluxDB

—Function of a number of jobs, but we don’t have a ton of jobs

—Horizontal scaling requires InfluxDB Enterprise

—InfluxDB Enterprise requires money

Telegraf + InfluxDB + Grafana Problems



• Lustre Monitoring Tool

—Condensed view of server-side Lustre activity

—First thing we put on a new file system

—No historical data

Current Metrics Collection at BP



• xltop

—Gives critical relationship between jobs and file system performance

—No historical data

—TACC’s updates aren’t publicly available - we’re using 2012 code 

Current Metrics Collection at BP



• Prometheus is a pull-based metric collecting / monitoring framework.

—a multi-dimensional data model (timeseries defined by metric name 
and set of key/value dimensions)

—a flexible query language to leverage this dimensionality

—no dependency on distributed storage; single server nodes are 
autonomous

—timeseries collection happens via a pull model over HTTP

—pushing timeseries is supported via an intermediary gateway

—targets are discovered via service discovery or static configuration

—multiple modes of graphing and dashboarding support

https://github.com/prometheus/prometheus

Prometheus

https://github.com/prometheus/prometheus


• Thanos is a helper framework that allows Prometheus to be a highly 
available and scalable solution for monitoring large datacenters.

—Global querying view across all connected Prometheus servers

—Deduplication and merging of metrics collected from Prometheus 
HA pairs

—Seamless integration with existing Prometheus setups

—Downsampling historical data for massive query speedup

—Simple gRPC "Store API" for unified data access across all metric 
data

https://github.com/thanos-io/thanos

Thanos

https://github.com/thanos-io/thanos


Easily Add More Prometheus Servers

template.yml generate_configs.sh

Number of Prometheus servers



• In order to associate jobs with host metrics, a "flag" needs to be set on 
all compute nodes for the associated job.

—Prolog

—Epilog

Job Scheduler Integration

Without job running

With job running



Lustre Overview Dashboard



Lustre Overview Dashboard



Lustre Overview Dashboard



Lustre Detail Dashboard



Lustre Detail Dashboard



Lustre Detail Dashboard



Lustre Detail Dashboard



Lustre Top Jobs Dashboard



Lustre Top Jobs Dashboard



Lustre Top Jobs Dashboard



Lustre Job Detail Dashboard



Lustre Job Detail Dashboard



Lustre Job Detail Dashboard



• Precompute what you want to visualize into new metric series to reduce 
burden on Prometheus servers when trying to respond to complex 
queries

• Everything in this software stack is healthy except the Lustre Exporter

• HPE is no longer going to support the Lustre Exporter

• Join us in supporting the open source Lustre Exporter

Word of warning



Questions?


