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CDWG Goals

● Facilitate community development of the 
Lustre software tree.
– Coordinate efforts of multiple contributors

– Plan release schedule

– Develop internet infrastructure

– Provide forum for settling disputes



  

CDWG Change of Leadership

● Pam Hamilton (LLNL) led CDWG for ~2 years
● Recently stepped down



  

Lustre Software Development



  

Software Development
“Iron Triangle”
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Train Development Model

● Published schedule of release dates
● Features that miss the train get left behind

D D+3mon D+6mon D+9mon D+12mon

Features Hardening Features Hardening

Releases



  

Advantages of Train Model

● Well known time table
– Better coordination between organizations

– More efficient scheduling of resources

● Avoids feature creep



  

Disadvantages of Model

● Timescale mismatch
– Users often stick with one version for 3+ years

● Interoperability testing requirements grow 
exponentially

● Too few resources to patch more than 2 or 3 
branches

● Would require fewer new features to maintain 
stability



  

Maintenance Branches



  

2012 Lustre Feature Releases

● Lustre 2.2.0 (March 30, 2012)
– Improved Performance

– Faster Recovery

– Max stripe size increased to 2000 (was 160)

● Lustre 2.3.0 (October 22, 2012) 
– Object Index (OI) Scrub

– Improved MDS SMP performance of shared dir



  

Lustre 2.4.0

● Feature release + begins maintenance branch
● Features

– New OSD architecture

– Stage 1 of Distributed NamespaceE (DNE1)

– Lustre File System Check 1.5 (LFSCK 1.5)

– Network Request Scheduler (NRS)

– ZFS support



  

Lustre 2.4 Contributors

● Bull
● CEA
● Cray
● DDN
● EMC
● Fujitsu
● GSI
● Intel

● LLNL
● NASA
● NRL
● ORNL
● S&C
● Suse
● TACC
● Xyratex



  

Lustre 2.5.0

● Feature Release
● Currently revising expected feature list

– Join us to discuss!



  

What about Lustre 1.8.*?

● Original EOL planned for June 2012
● OpenSFS focusing on 2.1.x and newer
● Consult your Lustre support vendor if you 

need to continue using 1.8



  



  

Community Tree Development 
Contract



  

Lustre Branches



  

Community Tree Development Contract

● Partially funds care, testing, and development 
of master branch

● Granted to Whamcloud (now Intel) Nov. 2011
● Ongoing at OpenSFS/Intel mutual agreement
● Collection of requirements for refresh begun

– http://wiki.opensfs.org/Community_Tree_Develop
ment_Contract



  

Lustre Community Survey



  

2013 Lustre Community Survey

● 2012
– 90 people completed survey

– 109 uses of 1.8 or older

– 28 uses of 2.0 or newer

● 2013
– 73 people completed survey

– 49 uses of 1.8 or older

– 46 uses of 2.0 or newer



  

Versions of Lustre Installed
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Lustre Survey 2013

● 33% of respondents have formal support



  

Web Infrastructure



  

New OpenSFS Website
http://www.opensfs.org



  

Lustre Portal
http://lustre.opensfs.org



  

OpenSFS and Lustre Wiki
http://wiki.opensfs.org



  

We need YOU!



  

Ways You Can Contribute

●Testing
● Contribute to web 

sites and 
documentatinon

● Roadmap 
development

● Prioritize landings



  

Resources:
http://wiki.opensfs.org/CDWG

http://lustre.opensfs.org


	Slide 1
	Slide 2
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10
	Slide 11
	Slide 12
	Slide 13
	Slide 14
	Slide 15
	Slide 16
	Slide 17
	Slide 18
	Slide 19
	Slide 20
	Slide 21
	Slide 22
	Slide 23
	Slide 24
	Slide 25
	Slide 26
	Slide 27
	Slide 28
	Slide 29

