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System layout

cluster interconnect

e milage may vary
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Monitoring Activity in Real Time
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Detailed Performance Analysis

Aggregate IOR, IPH, and LHT rates
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Gestalt of a Full Day of Activity
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1/0 Performance as a function of the money spent
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/0 System Balance - between 1/0 and compute capacity

Utilization

Throughput suffers when the load is too high
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Utilization

Is 1/0 the bottleneck?

load

We want to keep the
compute resource
near 100% utilized

Job schedulers are
designed to make

this happen

A clogged I/O
system creates a
hidden penalty
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Case Study: April 2009 1/O Upgrade
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Hisogram: Before April 2009
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Hisogram: Before April 2009
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A Simple Model

s =5 seconds, r = 400M B/s

B =9.96GB

t = 24.9s at 400M B/s
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A Simple Model
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A Simple Model
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¢ A transaction arrives at some arbitrary point
o |t is split accross multiple obseration intervals

e Assumptions:

¢ All the I/O in the transaction comes in together
e The I/O proceeds at its maximum rate until complete

e One transaction at a time
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Big Transactions 7 > 1, (B > Bp)
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¢ |t simplifies things to express the transaction size as a
multiple of the maximum observation size: T = B/B;
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Small Transactions 7T < 1, (B < By)
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Distribution of Observations for Large Transactions, 7 > 1
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Distribution of Observations for Large Transactions, T > 1 Properies of Lustre

Server-side 1/0

Andrew Uselton

b o R b AVE s |

= = = = ——

0.99 1.0 1.0] 1.0 0.99

00:00 00:05 00:10 00:15 00:20 00:25 00:30 00:35 00:40 00:45
LMT: The Lustre
Monitoring Tool

LMT Use Cases

I/O System Balance

Occurence Histograms

Conclusions

* pa = 7= chance
that an observation
isatx =1

e ps = +55 chance
that an observation
is an end




The Statistical

Distribution of Observations for Small Transactions, 7 < 1 PropertieslofiLustre

Server-side 1/0

Andrew Uselton

bp=T
yv
N ERSC

0.765

00:00 00:05 00:10 00:15
LMT: The Lustre
Monitoring Tool

LMT Use Cases

I/O System Balance

Occurence Histograms

Conclusions
pC
e pc = 175 chance
that an observation
isatx=T




The Statistical

Distribution of Observations for Small Transactions, 7 < 1 PropertieslofiLustre

Server-side 1/0

Andrew Uselton

bo by
yv
WERSC

= — — —

0.15 0.615

00:00 00:05 00:10 00:15
LMT: The Lustre
Monitoring Tool

LMT Use Cases

I/O System Balance

Occurence Histograms

Conclusions

* pc = 175 chance
that an observation
isatx=T

e pp = £ chance
that it is as piece of a
split transaction




A Distribution T(x) Over Transaction Sizes (x > 1)

T(x) = b*e~{-x/b}, b = 1.0000
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A Distribution T(x) Over Transaction Sizes (x > 1)

p_a(x) = p_A*G(x, s), s = 0.0200
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A Distribution T(x) Over Transaction Sizes (x > 1)

pb(x)=PB(0<x<1)
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A Distribution T(x) Over Transaction Sizes (x < 1)

T(x) = b*e~{-x/b}, b = 0.5000
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Conclusions

LMT is a source of data on file system performance
I/O contention can result from a system imbalance
System balance depends on the workload

A statistical view can illuminate the workload pattern
A very simple model helps relate the workload to the

observations

Using the observations to infer the workload is hard
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Conclusions

LMT is a source of data on file system performance
I/O contention can result from a system imbalance
System balance depends on the workload

A statistical view can illuminate the workload pattern
A very simple model helps relate the workload to the

observations

Using the observations to infer the workload is hard
But not impossible
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Additional Slides

(counts in millions)

read write both read x rwrite
count 450
zero 205 124 70
bing 267 178 141
zero/count | 0.46 0.28 0.15 0.07
bing/count | 0.60 0.40 0.31 0.23

A large fraction of all observations are 0.0 and even more are
in the first bin close to 0.0. If the read and write 1/0O streams
were truely independent the occurence of both read and write
observations simultaneously would be about the product of
their separate probabilities.
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