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Transitioning I/O to next gen computing 

•  From Jaguar to Titan 
–  Number of cores: 224K à 300K 
–  Memory: 300 TB à 600 TB 
–  Peak Performance: 2.2 PFlops à 10-20 Pflops 
–  Proprietary Interconnect: SeaStar2+ à Gemini  
–  Peak egress I/O (over IB): (192 x 1.5 GB/s) à (384-420 x 2.8-3 GB/s) 

More capable platform for science  more demanding I/O 
requirements to deliver the science 
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Starting from Spider … 

• Spider à Next gen parallel file system 
• Designing, deploying, and maintaining Spider was a trail blazer 
–  No ready available solution at the time of design or deployment 
–  Novel architecture 

• Center-wide shared file system approach 
–  Eliminating islands of data 
–  Decoupled file system from compute and analysis platforms 
–  Rolling or partial upgrades possible with no down time 
–  Single-point of failure 
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Spider availability 
•  Scheduled Availability (SA) 
–  % of time a designated level of resource is available to users, excluding scheduled 

downtime for maintenance and upgrades 

•  Widow1 
–  100% availability in 8 of the 12 months of 2011 with SA of 99.26% over the entire year 

•  Availability and reliability surpassed our expectations  

Next gen file system will also be center-wide shared architecture 
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be implemented which will allow a single directory to
span multiple MDSes which will improve parallelization
of operations within a single directory. Our expectation
is to take advantage of these new features and inherent
performance improvement in our next generation center-
wide shared file system within in the next two years.

FIGURE 18: 7 months observed peak operational Spider
bandwidths.

While trying to identify which scientific applications
issue badly formed meta data requests, we observed a
lack of diagnostics tool set. Such pathological meta data
requests can cause perceptible pauses during interactive
use of the Spider file systems and also the computing
platform mounting these file systems. To overcome this
problem we developed an in-house diagnostic tool called
MDSTrace [42]. MDSTrace captures a nominal sixty second
slice of Lustre RPC traffic to the MDS and generates
a report about what the server was doing, on behalf of
which applications, and how long it took to perform each
action. Using MDSTrace we were able to rapidly identify an
application issuing pathological meta data requests and also
to isolate it.

Management of a file system of this scale can be daunting
task. Key metrics for common management tasks such as:
generating candidate files for a sweep followed by a periodic
purge operation, listing files on an OST, or determining
names from inodes in error messages is dependent on the
number of files rather than file sizes. With more than
half a billion files on Spider, file system based tasks are
challenging. There is a lack of efficient, parallel tools to
perform these tasks. Progress has been made however. It
used to take 100 hours to determine files on a particular OST,
whereas in-house tools developed at OLCF can do it in less
than 2 hours [43].

Overall, due to the cutting edge hardware and software
resiliency features implemented in the Spider architecture,
OLCF achieved very high scheduled and overall availability
of our Lustre file systems.

For HPC Facilities, scheduled availability (SA) is the
percentage of time a designated level of resource is available

TABLE 1: OLCF Scheduled Availability (SA) for Lustre file
systems for 2010 and 2011. NIP denotes “not in production.”

System Scheduled Availability (SA)
2010 Target 2010 Actual 2011 Target 2011 Actual

Widow1 95.0% 99.7% 95.0% 99.26%
Widow2 NIP NIP 95.0% 99.93%
Widow3 NIP NIP 95.0% 99.95%

to users, excluding scheduled downtime for maintenance and
upgrades. To be considered a scheduled outage, the user
community must be notified of the need for a maintenance
event window no less than 24 hours in advance of the outage
(emergency fixes) [44]. MTTF and MTTI of Spider file
system is much higher than that of the compute platform
and outages related to the Lustre file system are a very small
fraction of total outages on the compute platform. Overall,
as shown in Table 1, our Lustre file systems all surpassed
scheduled availability targets.

Looking forward to the next-generation Petascale and
Exascale computing and file systems to be deployed at
the OLCF, we aim to leverage the lessons learned from
the existing capabilities and shortcomings of the Spider
filesystem. Exascale computing systems are expected to be
deployed by 2018 [45, 46, 47]. Also expected, given current
technology, are systems supportting around a million CPU
cores and a billion threads [48]. If we maintain a similar
level of hardware and software component resiliency in 2018
as we have today, the overall system resiliency of Exascale
computing systems is expected to drop drastically. Given
this expectation, it is quite logical to assume that the amount
of defensive I/O (i.e. application checkpointing, where
checkpointing is defined as writing portions of compute
node’s memory to a persistent storage device, such as
parallel scratch file system) will increase both in frequency
and amount of data written at each checkpoint step. This
will only increase the meta data and block I/O performance
pressure on HPC parallel scratch file systems. Lets also not
forget that these parallel file systems are already at their
limits in terms of scalability. Therefore, we have to better
understand shared and mixed environment I/O workload
characteristics. Also, improved and new file and storage
system technologies and architectures has to be researched,
developed, and adopted in the next few years to satisfy the
Exascale storage and file system requirements. A possible
solution is to move the defensive I/O device closer to the
compute node memory [48]. This solution invloves using a
mix of NVRAM devices and traditional magnetic disks and
placing the NVRAM devices closer to compute cores and
using them as a buffer device for absorbing bursty defensive
I/O requests while slowly pushing the written defensive I/O
to slower magnetic disks on off cycles. This is just one
example of possible solutions to the challenges that we will
be facing before end of this decade. Much more needs to be
done soon.
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New Architecture 

•  Target numbers for next gen parallel file system 
–  1 TB/s file system-level well-formed I/O performance 
–  240 GB/s file system-level random I/O performance  
–  Capacity will be based on the selected storage media 
•  Expected to be 9-20 PB 

–  Availability: >95% 
•  Expected availability will be similar of Spider’s 
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Architecture 

• Expected storage and network architecture 
–  Will be built using scalable building blocks (SSU) 
–  Host-side connectivity: IB FDR or QDR  
•  SION tech refresh and upgrade 

–   Disk-side connectivity: FC, IB, SAS, … 
•  Agnostic of the host-side 

 
Another advantage of decoupled parallel file system architectures 

–  Next gen file system and Spider will be online concurrently 
•  Spider will be connected to the upgraded SION through existing SION 
•  Spider EOL expected to be 2014 
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Architecture  
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Lustre for next gen parallel file system 
•  Lustre v. 2.2 or later will be used 
–  Improved metadata performance 
•  pDirOps (2.2) 
•  Async glimpse lock (statahead issue) 
•  DNE and SMP scaling 

–  Scalability improvements (2.2) 
•  Imperative recovery 
•  Wide-striping 
•  Portals RPC thread pool 
•  NRS  

Working with Whamcloud to harden and stabilize 2.2 
Scheduled down-times can be used to harden 2.2 and test future Lustre 

features, bug fixes, and improvements 
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I/O Workload Characterization 

•  “Workload characterization of a leadership class storage cluster” 
–  http://ieeexplore.ieee.org/xpl/articleDetails.jsp?arnumber=5668066 

 

Next gen file system 
 can not only be optimized for checkpointing 

should support mixed workloads 
14 

Read to Write Ratio 

•  Percentage of write requests 
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Average: 57.8 % 

42.2% read requests:  
1.  Spider is the center-wide shared file system.  
2.  Spider supports an array of computational resources such as Jaguar XT5/

XT4, visualization systems, and application development. 

42.2% Read requests ! still significantly high!!!  
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Request Size Distribution  

•  Probability distribution 
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Majority of request size (>95%) 
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    -  512KB and 1MB 
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•  Cumulative distribution 

> 50% 
small writes 

About 20% 
small reads 

Reads are 
about 2 
times more 
than writes. 

25-30% 
Reads / 
writes 

1.  Linux block layer clusters near 512KB 
boundary. 

2.  Lustre tries to send 1MB request. 
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Procurement 

• Acquisition process 
–  Open procurement 
–  Timetable: TBD (2012-2013 timeframe) 

• Procurement benchmarks 
–  Publicly available 
•  http://www.olcf.ornl.gov/wp-content/uploads/2010/03/olcf3-benchmark-suite.tar.gz  

–  Block I/O 
•  Libaio based, fair-lio as I/O engine 
•  Single host single LUN 
•  Single host all LUNs 
•  SSU all LUNs – healthy 
•  SSU all LUNs – degraded 

–  File system I/O 
•  Obdfilter-survey based 
•  Tested against Lustre v1.8 
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